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1 Linear Operator (Revisited)

The troubling estimate comes from the following Lemma:

Lemma 1 (Lemma 4.3 GS paper). The the linear operator L : X0 → X0 defined by

L(h) = Dh ◦ Λs −Dg[PN ] · h (1)

is well defined and boundedly invertible as long as

N + 1 >
C1

µ
.

Supposing this is so, we have the bound

∥L−1∥X0 ≤ 1

(N + 1)µ− C1

The condition N + 1 > C1/µ is essentially requiring us to take the order so high that
there can be no possible resonance (as J.B. pointed out). I will call this an a-priori
condition on the parameterization order, because it is something we have to check in
order to begin the error analysis of the manifolds. The a-priori condition seems to be
completely independent of the a-posteriori error ϵtol.

For the revised estimate I will assume that the vector field g : Rn → Rn is polynomial.
Recall the setup of the proof of the lemma. We define

A(t) = Dg[PN (eΛtθ)]

p̄(θ, t) = p̄(t) = p(eΛtθ)

∗VU University Amsterdam, Department of Mathematics, De Boelelaan 1081, 1081 HV Amsterdam,
The Netherlands.

†Rutgers University, Department of Mathematics, 110 Frelinghuysen Rd, Piscataway, NJ 08854, USA.
‡School of Mathematics, Institute for Advanced Study, Princeton, New Jersey 08540, USA and Rut-

gers University, Department of Mathematics, 110 Frelinghuysen Rd, Piscataway, NJ 08854, USA.
§Rutgers University, Department of Mathematics & BioMaPS, 110 Frelinghuysen Rd, Piscataway, NJ

08854, USA.

1



and

C(θ, t) = e−
∫ t
0
A(θ,s) ds

The critical estimate is the estimate of C(t). In the GS paper we obtain an elementary
bound of the form

∥C(t)∥M,ν ≤ eC1t

where C1 is a bound on Dg[PN (θ)] over the poly disk of radius ν. This is the estimate
we will try to improve.

Suppose that g is an M -th order polynomial. Then the entries of Dg are M − 1-th
order polynomials. Since PN is an N -th order polynomial, we have that Dg ◦ PN is an
N̄ = N(M + 1)-th order polynomial. Then let’s write

Dg[PN (θ)] =
∑

0≤|α|≤N̄

Aαθ
α

where each coefficient Aα is an n× n matrix. In fact,

Aij
α =

[
∂jgi(z)|z=PN (θ)

]
α

where gi is the i-th component of the vector field and [·]α is the α-th coefficient of the
power series [·]. We will use that this is a finite sum.

Using this notation we have that

A(t) = −
∫ t

0

∑
0≤|α|≤N̄

Aα(e
Λsθ)α ds = −

∫ t

0

∑
0≤|α|≤N̄

Aαe
<Λ,α>sθα ds

= −
∫ t

0

A(0,...,0) +
∑

1≤|α|≤N̄

Aαe
<Λ,α>sθα ds

= −
∫ t

0

A(0,...,0) ds−
∫ t

0

∑
1≤|α|≤N̄

Aαe
<Λ,α>sθα ds

= −A0t−
∑

1≤|α|≤N̄

Aαθ
α

∫ t

0

e<Λ,α>s ds

−A0t−
∑

1≤|α|≤N̄

Aα

| < Λ, α > |
(
1− e<Λ,α>t

)
θα.

Note that the coefficients of Λ have negative real part, hence the reversal of the sign in
the e· − 1 term and the absolute value in the denominator. Then

|C(θ, t)| ≤ |eA(θ,t)|

= | exp

−A0t−
∑

1≤|α|≤N̄

Aα

| < Λ, α > |
(
1− e<Λ,α>t

)
θα

 |

≤ ∥e−A0t∥ exp

 ∑
1≤|α|≤N̄

|Aα|
| < Λ, α > |

|ν||α|

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as |1− e<Λ,α>t| ≤ 1 uniformly in α and t, due to the fact that Λ have negative real part.
If we let C3 be any number with

exp

 ∑
1≤|α|≤N̄

|Aα|
| < Λ, α > |

|ν||α|
 ≤ C3

and C1 be any number so that

∥e−A0t∥ ≤ eC1t

then we have

|C(θ, t)| ≤ C3e
C1t.

Then C3 is a finite sum of known quantities, and can be computed numerically via interval
arithmetic as long as there are no resonances up to order N̄ . Since we are using interval
arithmetic the condition is self checking. To obtain C1, note that A0 is the leading
coefficient of Dg[PN (θ)], i.e.

A0 = Dg[PN (0)] = Dg(p).

To obtain and explicit expression for C1 note that

e−A0t = e−Dg(p)t = Q e−Ωt Q−1,

where Ω is the diagonal matrix of eigenvalues (stable and unstable) of Dg(p) = A0, and
Q is the matrix of eigenvectors. Now if

µ+ = |min (real (λ))| ,

where λ is an eigenvalue of A0, then we have

∥e−A0t∥ ≤ ∥Q∥ ∥Q−1∥eµ+t,

by taking norms in the above equation.
Then the bound on the linear operator becomes becomes

|L−1[p](θ)| ≤ C3

(N + 1)µ− µ+

where we absorb the Q terms into C3. In other words, C3 is now any constant so that

∥Q∥ ∥Q−1∥ exp

 ∑
1≤|α|≤N̄

|Aα|
| < Λ, α > |

|ν||α|
 ≤ C3,

(in the code I define ∥Q∥∥Q−1∥ = C4 and leave C3 as defined several paragraphs back.
Then there are C3C4 terms in the estimates). Then we will only have to insure that

N + 1 >
µ+

µ
,

in order that the operator L is well defined. Let’s call this the a-priori condition for the
validation of the manifolds. Note that this is a spectral condition; i.e. N + 1 has to be
larger than the ratio of the largest to the smallest stable eigenvalue. This condition is
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natural, in the sense that it rules out any resonances in the coefficients of h. In other
words, it does not makes any sense to try to define the tail for the approximation PN

unless we are sure that N is large enough insure that h is defined. The only thing that
can prevent the existence of h is if the homological equation is not invertible at some
order. Then the a-posteriori condition is exactly the one that insures there can be no
resonances hiding in h.
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